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"Everything that can be counted does not necessarily count; everything that 
counts cannot necessarily be counted." -Albert Einstein 

Effective evidence-based management requires analyzing data from 
a broad array of sources! and conducting carefully designed pretest­
posttest comparisons.2 However, our experience suggests that few 
businesses take that process to the next level by building merged 

datasets that can be used for rigorous pretest-posttest comparisons and meaning­
ful statistical analyses. When data are merged from diverse independent sources 
across a business, researchers can then make evidence-based decisions and run 
pilot tests with a precision, speed, and breadth that have not been practical until 
now. Evidence-based management becomes especially useful when researchers 
build large merged datasets that are progressively linked with each other over 
time and that include a time series of measurements reflecting past, current, and 
subsequent performance. This article provides the guidance and background to 
aid researchers who want to build these merged datasets without further outside 
assistance. 

Researchers in psychology,3 medicine and health care,4 education,5 
public health, 6 computer science,7 business,8 and numerous interdisciplinary 
fields have used and advocated aspects of evidence-based decision making for 
decades; often, but not always, while citing the respected traditions from which 
that approach has emerged: quasi-experimental analysis9 in the behavioral sci­
ences, and evidence-based medicine. 10 A brief word about the theory behind 
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evidence-based management, as well as its origins, will put our expansion of the 
work into its proper context. 

A Brief Note on Theory and Origins 

The theoretical underpinnings of our approach trace an interesting story 
that is rarely acknowledged. Evidence-based management derives its name and 
method from evidence-based medicine- a field usually attributed to a loosely 
organized consortium of physician-educators. The consortium's initial report is 
frequently cited as the starting point for evidence-based medicine. 11 However, 
few realize that evidence-based medicine was developed to improve the educa­
tion of physicians, and that the method's assumptions come from a theory of 
adult learning articulated by Neame and POWiS. 12 Although much of the work in 
evidence-based management13 is unapologetically atheoretical (as is the related 
work in quasi-experimental analysis, analytics, 14 and business intelligence l5

) it is 
occasionally helpful to recall that evidence-based management, like its precursor 
in the medical area, rests on adult learning theory. 

A Merged Dataset: The Essential Tool 

The critical tool in evidence-based management is a large merged dataset 
that welds together a multitude of "hard" performance metrics and "soft" survey 
data measuring the corporate culture. The familiar and rudimentary uses of such 
a dataset are measuring performance across the organization and documenting 
change. The more advanced and less common uses are measuring the impact of 
programs, 16 identifying and quantifying linkages,17 capitalizing on positive devi­
ance, 18 discerning emerging trends masked by "background noise" from irrel­
evant factors, 19 evaluating the effect of specific leadership styles,20 measuring the 
impact of communication on profit,2J or computing the Return on Investment 
(ROI) of complex interventions where many variables exert their influence 
simultaneously.22 The primary process con-
sists of rigorous, methodical pretest-posttest 
comparisons that many readers typically 
associate with medical research, public 
health, or behavioral science. 

The first step in building a merged 
dataset is to locate and combine ("merge" 
in some computer languages, "join" in oth­
ers)23 all the important databases that track 
a corporation's performance, resources, 
profits, and expenditures, regardless of 
their scope, location, and focus. That is, 
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these data are moved across the enterprise into one repository, where each 
database is aggregated (averaged) by a common indexing variable based on one 
common unit of analysis (e.g., the organization's ID number) and cross-indexed 
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by time (viz., hour, day, week, month, or year) so that all information can be 
indexed to a date and a business unit within the company. 

Additional rows of new data are concatenated onto the bottom of the 
dataset at regular intervals (e.g., every week). The dataset also grows by add­
ing new columns containing lagged data that track performance during the 
previous month and the next month. Accordingly, four data manipulation pro­
cedures (merging, indexing, concatenating, and lagging) are used to build the 
unified dataset. Note that lagging is a two-part process wherein current data lags 
backward in time (enabling a comparison between this month's and the previ­
ous month's performance) as well as forward in time (enabling a comparison 
between this month's and the next month's performance). These four proce­
dures are really quite straightforward, as Figure 1 illustrates. 

People unfamiliar with quantitative methods may believe they are already 
merging data in their Profit & Loss statement- which seems true enough at first 
glance. However, the dashboard or scorecard from a conventional P&L summary 
is purely descriptive, generates no unified dataset, and cannot be used to mea­
sure causal linkages. Unlike a conventional P&L smnmary, a typical analysis of a 
merged dataset provides rich diagnostic and prescriptive information that comes 
from every domain of the corporation. Proper use of a merged dataset makes 
it possible to diagnose root causes, measure impacts, evaluate the effective-
ness of corporate initiatives, prescribe interventions, and forecast performance. 
The principles behind this kind of analysis are not new, and often, for example, 
hinge on accessing and applying the proper covariates for a multivariate statisti­
cal analysis.24 However, the utility, precision, ease, and scope certainly are new­
especially in the business world, where analytic methodology has lagged behind 
similar work in the behavioral sciences. 

Merged Datasets: Two Brief Examples 

Merged data sets can facilitate decision making in a broad range of circum­
stances, even when conditions are less than ideal. For example, a merged dataset 
recently played the key role in resolving a contract dispute between Tower, one 
of the nation's largest vehicle frame manufacturers, and Lamb, a company that 
builds automated welders. Tower had sued Lamb for $36M, claiming that inher­
ent defects in Lamb's welding robots were causing extended downtime. Lamb 
was able to defend itself by building a merged dataset that joined data from four 
million downtime events during a two-year period with data on absenteeism, 
salary, staffing levels, staff expertise, and a host of "hard" and "soft" variables 
drawn from Tower's own enterprise. 

The analysis proved that the duration of robot downtime had very little 
to do with the robots themselves. Ninety-eight percent of the variance in down­
time was accounted for by managerial variables such as salary, absenteeism, 
burnout of the workforce, and the workers' level of expertise on the assembly 
line- the latter being an important "soft" metric evaluated independently by 
subject matter experts using a standard double-blind rating procedure . Lamb's 
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FIGURE I. The Four-Step Process for Building a Merged Dataset 

froot 

welding robots were absolved, and the company was able to reach a favorable 
settlement out of court. 

Merged datasets also have a good track record in mature organizations 
where current business is being challenged by an exponential growth in infor­
mation. For example, until recently, Walt Disney World had used several dozen 
isolated datasets to track employees, hotel guests, restaurant customers, and 
ride patrons. When these datasets were merged into a single database, it became 
possible to run a rigorous analysis of staff retention, customer satisfaction, and 
waiting times at rides and restaurants. The analysis revealed that an entirely 
unanticipated variable was a predictor of staff retention: intrinsic motivation 
(not employee satisfaction, as presupposed). Good staff retention (not reports of 
"having a sense of fun" at work, as assumed), in tum, was the best predictor of 
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short waiting times at the restaurants and rides . Disney now has an ongoing pro­
cess to merge datasets so that staff development initiatives and recruiting efforts 
are combined in one database that contains information from several previously 
isolated domains. 

Both of these examples have a number of features (discussed in the 
following section) that are common to organizational research with merged 
datasets. 

A Basic Tool and a Basic Process 

Our approach to evidence-based management draws heavily from stan­
dard methods in organizational research. Like all applied research, the stress is 
on using standardized tools and replicable processes. These common elements 
are described directly below. 

• The Basic Tool: The main tool is the central dataset itself, which is com­
piled from diverse independent spreadsheets that are typically updated 
on different schedules and maintained by numerous champions who are 
autonomous, independent, and decentralized. These decentralized data­
sets have several features in common: 

They contain both quantitative and qualitative information. 

They track actual as well as perceived performance on tasks that are 
critical to the organization's financial viability. 

They grow on a regular schedule (e.g., monthly) so that the dataset is 
continuously supplemented by new data. 

They usually contain data that vary in precision, objectivity, and busi­
ness utility. 

Datasets are organized by organizational entities (e.g., divisions) and 
by time periods. 

They typically, although not invariably, combine data from the four 
domains outlined in work on the balanced scorecard:25 executive (e.g., 
financials, production, quality); customer (e.g., customer satisfaction, 
customer retention, market share of the customer's total expenditures 
[often called "share of wallet"], and complaints); employee (e.g., staff 
retention, EEO lawsuits, grievances, employee survey, performance 
reviews, skill assessments, and data on voluntary training courses); 
and shareholder (e.g., stockholder return, Income Available for the 
Common Stock or IACS, Return On Investment or ROI, and Earnings 
Before Interest, Taxes, Depreciation and Amortization [or EBITDA]). 
Despite the breadth of measures available in many corporations, 
some researchers draw data from just a few of the balanced scorecard 
domains, perhaps because a good deal can be learned by analyzing 
the interrelations between measures within any given domain.26 
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• The Basic Processes: Organizational research with a merged dataset entails 
a methodical, analytic process in which performance is compared to an 
objective and appropriate standard. In almost all cases, those standards 
come from a well-controlled pretest-posttest comparison where two or 
more similar groups are compared before and after a specific interven­
tion. Analyses based on pretest-posttest comparisons are a critical part of 
evidence-based decision making (often associated with the term "treating 
the organization as a prototype" in work by Pfeffer and Sutton27

). Pretest­
posttest comparisons have the following features: 

They are practical, primarily because actual business performance is 
evaluated both before and after an intervention is made available to 
employees or customers. 

They are objective, favoring no clique within the corporation. 

They are unobtrusive, so the comparison process does not interfere 
with the organization's core business. 

They are replicable and can be subsequently scaled to fit larger or 
smaller parts of the organization, because they typically stress stan­
dardization and consistency. 

They are methodologically rigorous and ideally follow a conventional 
pretest-posttest design where employees or customers are categorized 
into a number of approximately equivalent groups that are then ran­
domly assigned to a treatment or a control condition- with only the 
former group having access to the intervention being tested. (In cases 
where a standard baseline cannot be drawn from a pretest, some 
companies substitute a benchmark to fill this role.) 

Descriptive Outcomes vs. Diagnostic Outcomes 

Many companies already have a rudimentary analytics program that uses 
basic data mining to build a dashboard or a balanced scoreboard of important 
metrics. These basic analytic tools make it possible to track changes over time 
and summarize the corporation's current performance, but allow nothing more 
than simple descriptive statistics (e.g., averages and ranges) and outcomes that 
are purely descriptive. However, in more sophisticated applications, data mining 
and analysis are much more rigorous, and the outcomes are diagnostic. In these 
more sophisticated research programs, the goal is to diagnose root causes, cross­
validate the assessments that lead to specific job actions, measure the impact of 
interventions, identify subtle emerging trends, forecast performance under dif­
ferent scenarios, and prescribe remedial interventions to solve specific problems. 
To coin an analogy, descriptive analytic initiatives are to diagnostic analytic ini­
tiatives as taking a patient'S pulse is to running a full battery of diagnostic tests­
ultrasound, x-ray, blood analysis, and MRI- to get a full picture of the patient's 
current health. 
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Two Specific Diagnostic Outcomes 

TWo major diagnostic outcomes result from using a merged dataset as part 
of effective evidence-based management: understanding the effect of a specific 
intervention and understanding a complex relationship between two variables 
(e.g., customer satisfaction and market share). Both outcomes are far more 
informative than the descriptive outcomes of a conventional dashboard or score­
card because they help us understand the causal linkages between variables. 

• Measuring the impact of a specific intervention or program: These efforts 
usually involve a pretest-posttest comparison. In the behavioral sciences, 
public health, organizational psychology, and similar disciplines, multi­
variate inferential statistics (i.e., statistics using more than two variables, 
and generating p values, such as multiple regressions, MANOVAs, and so 
forth) are an essential part of such evaluations; however, in the business 
world, some pretest-posttest comparisons are unfortunately made with­
out running the statistical tests that differentiate genuine differences from 
those caused by chance variation alone. At a minimum, these pretest­
posttest comparisons require simple statistics such as correlations and/or 
t-tests, both of which are available in common programs such as Micro­
soft Excel. 

• Identifying or measuring a complex driver: These efforts focus on causal 
linkages that are hard to measure, in part because they are deeply entan­
gled in complex social systems, and also because their analysis usually 
requires considerable reliance on survey data and statistical tests. (It is 
important to note that many of the advanced statistical tools necessary for 
analyzing complex linkages, such as multiple regression, are now readily 
available in Microsoft Excel.) Complex drivers are common in organiza­
tional research, where confounding variables (i.e., unmeasured factors driv­
ing one or more critical variables in a model) can impede interpretation, 
where mediating variables (i.e., factors interposed between two important 
variables, just as mastery might lie between years of education and salary 
in a model of income), and moderating variables (i.e., factors that dramati­
cally change the manner in which one variable might affect another, just 
as gender might change the effect of exercise on some health outcomes) 
and where impacts can be broadly distributed as a diffuse characteristic 
(such as an emphasis on personal accountability) that seems to perme­
ate much of a corporate culture. Applied research that uses merged 
datasets to analyze complex drivers usually measures entities like the 
following: the magnitude of a known strong linkage (e.g., between 
employee engagement and staff retention); the impact of a weak and 
poorly understood linkage (e.g., between teamwork and defect rate); a 
weak linkage embedded in a complex system (e.g., ROI of staff retention 
bonuses); a linkage that is just beginning to grow in strength (e.g., from 
a newly expanded customer service program); or a weak impact where 
an outcome may risk legal complications (e.g., because it could involve 
discrimination). While some statistical analyses are beyond the scope of 

26 UNIVERSITY OF CAL.FORNIA BERKELEY VOL 52, NO. I FALL 2009 CMRBERKELEYEDU 

Copyrighted material. For permission to distribute, please contact cmr@haas.berkeley.edu 



Merged Datasets: An Analytic Tool for Evidence Based Management 

non-specialists, the greater availability of statistical tools on desktop com­
puters during the last decade has unquestionably made it easier to con­
duct organizational research of considerable scope and value. 

Both of these diagnostic outcomes bring the researchers face -to-face with 
a vexing problem: It is often exceptionally difficult to convince non-statisticians 
in the business world about the magnitude and stature of a causal linkage. One 
sector of the audience seems inclined to mistakenly assume that every plausible 
impact is large and universal, while another sector seems unable to overcome its 
skepticism about the value of any quantitative research. The problem, we sus­
pect, stems from the fact that too many researchers rush to offer proofs, but fail 
to think carefully about what is required to prove a causal linkage. In the busi­
ness world especially, those specious arguments are typically weakened by over­
stating the claims or by pointing to misleading graphs that oversimplify, mislead, 
or distort. 

However, with the proper forethought and attention to detail, evidence­
based programs using merged datasets (and equally convincing graphs) can 
provide well-documented and appropriately cautious arguments that suggest 
causality even to an audience that has no special affection for statistics or quan­
titative analysis. 

Some Best-Practice Case Studies 

Our case studies are organized around three critical questions: What is 
being measured? How is control exerted to eliminate irrelevant factors? When is 
the pretest-posttest comparison made? Because the possible responses to these 
questions are, for the present purposes, all dichotomous, our case studies fall 
into eight possible groups: We measure either a program or a "soft" driver that 
tracks an important aspect of the corporate culture, such as leadership, ethics, 
or communication; we provide control either by using a randomly designated 
control group that receives no treatment, or by using a statistical control variable 
that partials out (i.e., "controls for") potentially confounding factors by func­
tioning as a covariate; and we schedule pretest-posttest comparisons on either 
a cascading schedule (where treatments and measurements occur continually 
at different times) or a classic pretest-posttest design with random assignment 
to a treatment group where all pretests are given simultaneously, all treatments 
administered simultaneously, and all posttests completed simultaneously. For 
brevity, our case studies will describe only the four most common of these eight 
combinations. 

Case 1: Measuring Program Impact 
with a Randomized Controlled Trial 

At Panda Restaurant Group, we tested the impact of Root Learning's elec­
tronic learning modules-self-paced computerized tutorials-on profit, produc­
tivity, and customer satisfaction. We adopted a classic pretest-posttest design 
with a treatment group and a non-treatment group determined by random 
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assignment. Specifically, restaurants were randomly assigned to either the treat­
ment or the non-treatment control group. We made sure each group had a 
similar share of different restaurant venues (e.g., mall vs. free-standing) and 
sub-venue (e.g., a building-end location vs. an internal location) . The treatment 
group and the control group each contained 16 restaurants. Restaurants in the 
treatment group had access to the electronic learning tutorials ("e-Iearning 
modules") developed by Root, whereas restaurants in the control group did not. 
The analysis ran using a classic pretest-posttest design with random assignment; 
that is, the treatment group and the control group were determined by random 
assignment and both were tested twice, simultaneously- once before treatment 
began, and once after treatment was completed. 

In an unanticipated wrinkle, some restaurants in both the treatment 
group and the control group received some extra attention during the study 
when several high-level managers and executives made a few unannounced 
site visits during the testing period. Nevertheless, final results suggested that 
these visits produced only a small and temporary improvement in restaurant 
performance, a finding that is consistent with a considerable body of published 
research. 

The pretest-posttest component of the analysis was critical. It specified 
that the performance of both groups of restaurants be simultaneously evaluated 
with identical metrics both before and after the treatment period. In this case, 
the performance metrics consisted of a battery of metrics tracking profit, number 
of sales transactions, customer satisfaction, and a host of other key variables. A 
preliminary part of the analysis- and, in fact, the part that makes such designs 
informative- was an evaluation of the seasonal trends. During the month when 
the e-Iearning modules were available to the treatment group, the 1,000 restau­
rants in the Panda chain (on average) saw gross sales fall, all key productivity 
ratios decline, and customer satisfaction rise. The same seasonal pressures were 
also doubtlessly affecting the 32 restaurants in the treatment and control groups. 
However, both the treatment group and the control group saw performance 
improve somewhat during the test period. It is possible that the slight perfor­
mance improvement was partially the result of the Hawthorne Effect, in which 
performance was elevated by the extra attention employees received during the 
management site visits. 

Beyond the modest impacts from seasonal trends and site visits, the cen­
tral finding of the study was clear: Performance improved more in the treatment 
group restaurants than it did in the control group restaurants, and the magni­
tude of that difference was economically and statistically significant. Specifically, 
the total number of sales transactions rose in both groups, but the number of 
transactions increased significantly more in the restaurants where employees 
used the e-learning modules. Furthermore, the total gross sales also rose in both 
groups, but gross sales increased significantly more in the restaurants where 
employees used the e-learning modules. Similarly, productivity ratios improved 
in both groups, but again, total productivity increased significantly more in the 
restaurants where employees used the e-learning modules. Surprisingly, while 
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these treatment group restaurants were doing substantially more business, mak­
ing more money, and being more productive, their customer satisfaction scores 
also rose, and they rose to a significantly higher level than that measured in the 
control group restaurants . 

The evidence is straightforward, consistent, and compelling that the 
treatment group restaurants outperformed the control group. Because random 
assignment was used to select the two groups, we can be quite certain that the 
best explanation for the sustained and pervasive improvement in the treatment 
group restaurants is utilization of Root's e-Iearning modules. 

Case 2: Measuring Program Impact with 
a Non-Randomized Comparison Group 

Although randomized controls are the norm in medical quasi-experimen­
tal research, most research in organizational settings uses statistical control vari­
ables (rather than a randomized experimental manipulation), an approach that 
we have seen work well in hundreds of organizations. A few brief examples will 
suffice . 

In one typical example, EDS asked Root to provide a series of train-the­
trainer discussion groups that used a set of Learning Map® modules to help 
the 60,000 employees in EDS-GM improve customer satisfaction. As part of a 
simultaneous but independent contract, EDS asked EMPA (the first author's 
company) to provide an objective program evaluation that would determine 
whether Root's intervention was having the desired impact. EMPA used a stan­
dard pretest-posttest comparison design with statistical control variables (to 
"control for" the effect of erratic program attendance, for example), so that sur­
vey data and objective performance metrics could be compared at two times, 
namely, the period of the program's intervention and six months later. Specifi­
cally, the post-test survey asked each participant whether they had attended the 
Learning Map® discussions and whether they had applied the methods advo­
cated in those discussions during the last six months. 

These statistical control variables not only allowed us to compare employ­
ees who did participate in the discussion groups with those who were absent, 
but more importantly, to distinguish those who said they applied what they had 
learned in the discussions from those who did not. 

This statistical control functioned as a critical covariate that separated the 
participants from employees who found a way to avoid these mandatory train­
ing sessions. The issue, of course, is that employees may have missed the train­
ing for any number of reasons. For example, they may have already felt closely 
attuned to customer service, or may have been skeptical about virtually all new 
company initiatives, or may have thought that customer satisfaction in their unit 
was too poor to benefit from conventional remediation unless and until sweep­
ing changes were instituted in the product line or the service warranty. 

So the critical comparison in this case was not between those who did 
and did not attend, but between those who attended and applied the informa­
tion versus those who attended but admitted that the discussions did not change 
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